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Abstract

The experiments conducted to compare and analyse different FSM-based testing methods do not always provide the details of FSM generation. This paper focuses on automated generation of data, which can be used to run FSM- and X-machine test generation experiments. The novelty of the work is generation of what we call "balanced", state machines where the number of incoming and outgoing transitions from each state is a parameter specified by a user. It is also possible to build machines where a user-defined proportion of states have a few times higher number of incoming/outgoing transitions.

1. Introduction

Model Based Testing (MBT) uses a model of an application under test to derive test cases and evaluate test results. Empirical work in model based testing focuses on specific case studies using specific model types. There is no established repository of models that could be used to evaluate a testing method or models characterizing a variety of realistic software. A possible reason is that there are various types of models that can be used to model systems and generate test sets. These different models include finite state machines, state charts, unified modelling language models, markov chains, petri nets, grammars and others including decision trees, decision tables and program design language. In this paper we focus on the empirical work using finite state machines.

Evaluation of different testing methods can focus on their applicability to different kinds of software, whether different people using the same program and method get comparable results or even whether one can reuse a test set for a modified program without a substantial rework. When tests are generated from a model, one may be interested to see whether a method is useful for models of a specific kind or whether tests generated often exhibit specific properties.

The experiments in FSM-based testing methods [1-3] focus on the results and the data analysis with little focus on the FSMs being used for experiments. As pointed out by [4], there are three important aspects that characterize the maturity of the experiments in a study.

The first aspect is the rigour of the experiment to get results beyond mere data analysis. If the experiment is difficult to describe, it will also be difficult to replicate and thus will not be useful in future. The second aspect is the use of meaningful and relevant programs to experiment on and use of realistic techniques. The third aspect is to coordinate empirical research across the community and ensure that the results obtained by the experiments are ratified and complemented by each other.

In this paper we focus on the automated LTS (labelled transition system) / FSM generation used in experiments such as those to analyse the impact of change on test sets. Labelled transition systems are state transition diagrams where each transition carries a single label rather than an input/output pair as in the case of FSMs. We implemented LTS because X-machine test methods [1] rely on it but the generation algorithm presented below can be easily modified to produce machines with inputs/outputs instead of labels. This will particularly address the first aspect of [4] mentioned above, providing the means to develop libraries of state machines that can be used as benchmarks for experiments with FSMs. It has already been used in the work [5] to evaluate how resistant a Vasilevski/Chow [6, 7] test method is to changes.

The rest of the paper is structured as follows: Section 2 describes how FSMs have been generated in a number of papers, section 3 describes the approach taken for LTS/FSM generation illustrated by an example, section 4 summarises the results obtained in [5] and section 5 concludes the paper.
2. Related Work

Much work has been done on experiments using FSMs, but there is little literature available on the generation of FSMs to be used in experiments. FSM generation can be seen as random graph generation with certain specific constraints on the graphs. There should be no equivalent states in the graph (two states are equivalent if they exhibit the same behaviour) and all states must have a path leading to them from the initial state.

Dorofeeva et al [8] have tried to address the problem of lack of research in FSM generation. The random machines generated by [8] to evaluate the FSM-based testing methods are complete FSMs with varying number of states and inputs. The number of inputs chosen is much less than the number of states. Though there has been no reason provided, a logical reason is that the work is based on models developed for protocol specifications, which have been used for FSM testing [9].

In another experimental evaluation of FSM-based testing methods, Adenilso et al [10] outline the details of the random FSMs used and also give the detail of the generation steps involved in random FSM generation. The authors generate random FSMs in a two-phase procedure. In the first phase an initially connected FSM is generated. This is achieved by selecting a state as the initial state and marking it as reachable, then for each state, which is not reachable, a reachable state is chosen and a transition is added with an input and an output between the pair of a reachable and an unreachable state. The previously unreachable state is then marked as reachable and the process continues until all states are reachable thus generating an initially connected FSM and completing the first phase. In the second phase, more transitions are added until the required numbers of transitions have been added. In this phase the choice of states is made randomly since all states are now reachable. One drawback to this approach is that the machine could have states with very low or very high numbers of incoming/outgoing transitions.

The use of random graph generation algorithms could be a possible way to generate FSMs with the necessary constraints since FSMs are directed graphs. The JUNG framework [11] could be used for this purpose. It is a free open source library that allows generation, manipulation, analysis and visualisation of graphs.

Of particular interest are the algorithms of randomly generated graphs in the JUNG network. The Erdős and Réyni [12] random graph generation algorithm produces graphs where every pair of vertices may be connected to each other with a probability specified by a user. The Barabassi-Albert [12] algorithm generates undirected graphs. The generation starts with a small number of vertices, and at each time step, a new vertex is created and is connected to existing vertices according to the principle of "preferential attachment", where vertices with higher degree have a greater probability of being chosen.

It appears hard to control the topology of a network generated with the described random generation algorithms in order to avoid unreachable and equivalent states. For this reason one has to generate numerous FSMs and discard those not satisfying those properties. Because of this it was not realistic to use these network algorithms.

An important statistic, used in graph network analysis, is the degree of a vertex. In-degree of a state is the number of transitions leading into it and out-degree of a state is the number of transitions leaving it. We use the term “degree of completeness” to calculate the in/out degree for states; it is a ratio of in/out degree to a number of different labels which may be placed on transitions. Since the machines generated have the same in/out degree,

\[
\text{In/out degree} = \text{No. of labels} \times \text{degree of completeness}
\]

The total number of transitions can then be calculated using the in/out degree,

\[
\text{No. of transitions} = \text{No. of states} \times \text{in/out degree}
\]

Varying in/out degrees for each of the states in a machine can lead to machines with an uneven distribution of transitions as identified in [10]. One possible solution to this problem is generating machines with all states having the same in/out degree. The algorithm to do this is described in section 3.1. Based on the evaluation of a few models, it appears that software mostly satisfies this property except for a few states where the in/out degree is very high and which have been addressed in section 3.2.

Another factor important in FSM generation is the number of labels; software models tend to show higher number of labels whereas the FSM experiments in the literature tend to focus on using FSM based testing methods for protocol testing which involves fewer labels, and as few as two. Therefore, in our FSM generation, machines generated had higher number of labels to be more representative of the software system models.
3. FSM Generation Algorithm

3.1 Balanced FSM Generation

Using the knowledge of random graph generation algorithms and the necessary constraints for LTS/FSM generation we have developed a generator, which allows generating machines with given number of states and labels that have same in/out degrees for all states. Unlike the random graph generation algorithms discussed earlier these are “balanced” graphs and not entirely random in their nature.

The machine generation algorithm is illustrated below using the example of a machine with 3 states and 3 labels.

Initially, as shown in figure 1 all 3 states are added to the machine and two of them are randomly chosen for creation of the first transition between these two states (S0 and S1) with a randomly chosen label $a$. The table next to the figure shows the in/out degree for each state and whether the state is reachable or not. For the next transition, the source state is chosen from the states that are reachable and have the lowest out-degree; therefore only S1 can be chosen as the source state. The state with lowest in-degree is chosen as a destination state, both S0 and S2 are candidates for the destination state and in this case either can be chosen randomly. A label for the new transition is chosen randomly as long as that label is not used on any transition leaving the source state.

![Figure 1: The initial step in FSM generation](image1)

![States: S0 S1 S2
| In-Deg | 0 1 0 |
| Out-Deg | 1 0 0 |
| Reachable | Y Y N |

After a transition has been added from S1 to S2 the table is updated and source/destination states for the next transition are chosen using in/out degrees. For the destination state of the next transition there is only one choice i.e. the initial state S0, and the only choice for the source state is S2. Therefore, the third transition is added between S2 and S0. The described way to choose source and target states ensures that all states are given an equal chance of being selected thus eliminating the factor of randomness in state selection. The process of adding transitions continues until the desired numbers of transitions have been added.

After each selection of a pair of states and the transition label between them, the graph with this transition is checked for equivalent states and a new choice of source/destination states and a label is made if any two states become equivalent once a new transition is added. Figure 3a shows a machine with four transitions. The next transition possible could be from S1 to S1 using a label $a$ shown in Figure 3b, but this would cause S0 and S1 to become equivalent. FSM-based testing methods require all pairs of states in the machine to be distinguishable, and therefore no equivalent states can exist. W set is the set of sequences that allows all pairs of states to be distinguished and in the course of testing this set is used for state identification.

![Figure 3a: Machine with 4 transitions](image2)

![States: S0 S1 S2
| In-Deg | 0 1 1 |
| Out-Deg | 1 1 0 |
| Reachable | Y Y Y |

![Figure 3b: Adding a transition that leads to an FSM with equivalent states (S0, S1)](image3)

3.2 FSM with Sun-Like States

Although balanced machines generated cover the threat to validity mentioned in [10] regarding the uneven distribution of transitions, balancing the in/out degree can be a limitation as it may not be most representative of realistic software systems. To address this limitation, a variation of the balanced FSM was developed. Two additional parameters were introduced, (a) a ratio of states with more in/out transitions than the rest of the states and (b) the ratio of transitions from those states to the degree of completeness. This variation of the FSM generation was a result of studying several FSM software models, where states representing menus have a higher in/out degree than the other states.

For example, a machine with 10 states and 20 labels with a degree of completeness 0.2 would have a total of 40 transitions i.e. each state with an in/out degree of $20 \times 0.2 = 4$. A variation of this machine could be created with the proportion of sun-like states being 0.3 i.e 3 states having more transitions than the other 7 states. If the number of transitions from sun-like states is chosen
to be 4 times the number of transitions from/to other states, this would result in a machine with 3 states with in/out degree of 16 and the remaining 7 states with an in/out degree of 4. Usually, one would want to compare results of experiments on balanced graphs to those using sun-like states and the same total number of transitions. Such a normalisation would yield 3 states with in/out degree of 8 and 7 states with in/out degree 2 or 3.

4. Experiments Using the Proposed Algorithm

There is a lack of literature on the generation of realistic FSM models of software, and the focus of this paper is on the generation of such FSMs. We will not go into the details of all the results of the experiments conducted [5] using the described generator. Instead, to demonstrate the usefulness of the FSM generator we mention two sets of experiments where the FSM generator was used to generate the experimental data.

The generated FSMs were used in experiments analysing the impact of change on test sets. Test sets were generated for the machines and then changes were made and test sets were generated for the changed machines. Knowing the details of the FSMs allowed analysing the changes since all possible changes could be calculated.

1) The W sets for the generated machines turned out to comprise of mostly singleton sequences, which is a characteristic representative of software models where the number of labels is quite large. 2) In addition, a W set generator that does not aim to reduce the size of W was producing W sets which were more resistant to changes than smaller W sets.

Besides testing, our FSMs have also been used to evaluate the performance of a grammar inference-based technique [13] to reverse engineer software systems. As with conventional testing techniques, grammar inference techniques tend to only be evaluated with respect to (quasi-) random graphs that do not tend to represent state machines of realistic software systems. The use of our synthetic machines enabled a more controlled evaluation, by systematically varying the number of states and transitions to gain an overview of the accuracy and scalability of the algorithm.

5. Conclusions

In this paper we have described an approach to generate data for LTS/FSM experiments. The generator has been developed with consideration of the points mentioned in section 3. In future, we aim to identify other variants of FSMs that could be representative of different types of software.
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